Towards Flat Color Prediction for Comics

2

Marnix Verduyn'2®, Thomas Winters®, and Tinne Tuytelaars?

! KU Leuven, Dept. of Computer Science (DTAT), Belgium
2 KU Leuven, Dept. of Electrical Engineering (ESAT), Belgium

Abstract. This extended abstract explores the partial automation of
flat colorization in comic books, utilizing a ResNet-based approach and
a Transformer-based approach with positional embeddings. Existing re-
search in this field primarily focuses on models that fully colorize black
line drawings, enabling amateurs to color comics. However, professional
colorists require support that offers controllability and interactivity in the
coloring process. A critical step towards this support is the prediction
of colors based on previously published comic books from the same se-
ries. This study investigates the efficacy of these advanced computational
models in facilitating a semi-automated coloring process that aligns with
the needs of professional colorists, aiming to enhance productivity while
maintaining artistic integrity.

1 Introduction

Applying flat colors in comic books is a labor-intensive, repetitive, and minimally
creative task. Partial automation of this task can accelerate the comic book
production process and allow artists to spend more time on creative work. In this
extended abstract, we explore two primary models for predicting flat colors in
comic book panels: a ResNet-based [7] approach and a Transformer-based [4}/14]
approach.

The comic book creation process typically involves several consecutive steps:
scripting, storyboarding, penciling, inking, and coloring. The coloring stage is
often divided into two steps: applying flat colors and adding shadows, light effects
and ambiance. In practice, flat coloring is done using drawing programs such as
Clip Studio Paint or Adobe Photoshop. The task involves repeatedly selecting a
color and then clicking on a region of white pixels within closed inked contours,
typically using the bucket tool. A flood fill algorithm then assigns the selected
color to all pixels in that region. If contours in the ink drawing are not closed,
the artist will first close them with a brush tool in the correct color and then fill
them with the bucket tool. The main objective here is to ensure that colors are
consistent throughout the entire comic book.

Partial automation of this process yields significant time savings and makes
the artist’s job more interesting with more time for creative sub-tasks.

The main objective of this extended abstract is to automate the prediction
of flat colors for regions within comic book panels, which involves correctly as-
signing colors assuming regions have been identified.
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2 Background and Related Work

Coloring with flat colors distinguishes two subtasks: detecting regions and pre-
dicting colors for these regions. Most existing research [5,8,91/12,(13}/15/17] focuses
primarily on the first subtask, often leading to oversegmentation, which signifi-
cantly increases the number of regions to be colored, making the repetitive task
of clicking even more burdensome. Studies that do predict color |1}2,/6l/8}(9l/13}[17]
primarily aim to enable amateurs to color comics with minimal effort, turning
line-art in colored drawings in a few steps, skipping the flat color stage and
enabling limited steerability. The real challenge, however, lies in a partially au-
tomated approach that supports the work of a professional artist in an interac-
tive way with maximum steerability, without adding extra workload. Accurate
color prediction is crucial, which is the subject of this study. The majority of
studies [1,[2}/6} 8,9k /13,|15L/17] rely on publicly available datasets [3,[16] consist-
ing of separate panels, usually in manga style, with mainly characters in the
foreground and almost no background. Our study will use Flemish comic series
datasets where multiple albums have been released with consistent colors across
different albums, featuring panels that depict diverse scenes with characters,
backgrounds, and speech balloons. In this pilot study, we restrict our analysis to
a single comic book from the complete dataset.

3 Model Implementation

3.1 Data Set

The dataset comprises 255 comic panels from a single album (¢f. Fig. . Each
panel is extracted and segmented (cf. Fig. using a contour detection al-
gorithm [10,|11], with each region labeled according to the original artwork’s
colors, resulting in 37.578 regions of 248E| colors. Regions are isolated into rect-
angles with an additional 20-pixel padding. Input images retain black outlines,
non-regional colors are converted to white, and the target color within each re-
gion is marked green (0,255,0) (¢f. Fig. . The panels are then shuffled and
split into an 80%-20% train-validation ratio.

3.2 ResNet-based Approach

— Objective: Utilize a ResNet |7] architecture to predict the color of individual
segments within comic book panels.

— Architecture: Employ ResNet-18, modified at the output layer to support
248-way color classification. The model is trained using cross-entropy loss to
match the predicted colors with the actual segment colors.

— Results: Achieved a prediction accuracy of 0.41.

3 Vector quantization reduces the original count of 3,282 colors to 248. The high initial
count results from anti-aliasing effects on the edges of color regions and gradient-
filled areas.
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Fig. 1: The dataset consists of comic panels from the Flemisch comics series Jommeke
(©) Jef Nijs, Standaard Uitgeverij. A transformer-based architecture is trained to predict
the color of the panels, with the original color changed to (0,255,0).

3.3 Transformer-based Approach with Positional Embeddings

— Objective: Enhance accuracy by incorporating positional embeddings (PE)
in a Transformer model.

— Data Preparation: Additionally, positional information is encoded to help
the model understand the spatial context of each region. The center of the
rectangle containing a region is normalized with the height and width of the
panel and scaled within the values (-1, -1) and (1, 1).

— Architecture: A Vision Transformer (ViT) [4] architecture processes entire
panels, focusing on inter-region relationships using regions as tokens, unlike
the typical ViT that uses image patches. Each region is represented by a sin-
gle token, using feature embeddings from the initially trained ResNet. Panel
centers’ x, y coordinates are converted into the transformer’s internal dimen-
sion via an MLP with one hidden layer, then added to the token embeddings
(c¢f. Fig. . To standardize sequence lengths across panels, sequences are
padded to 200 tokens. For panels with more than 200 regions, we apply ran-
dom sampling. The model, structured with four self-attention layers and four
heads each, employs cross-entropy loss for classification tasks.

— Results: This approach achieved a prediction accuracy of 0.55.

4 Findings

Although this study is still in a pilot phase, promising results have been ob-
served (cf. Tab. . The transformer-based approach outperforms the ResNet
with 14%. Despite the modest accuracy rate of 0.55, the application of this
method to colorize black and white comic panels from the validation set yields
relatively satisfactory results (c¢f. Fig. . It appears that misclassifications pre-
dominantly occur in regions with a limited number of pixels. In Fig. 4, the left
panel contains part of a jacket of the sitting character erroneously colored in
skin color. We hypothesize that the transformer has learned that identical colors
come in spatially grouped regions, and the jacket is considered to be part of leg.
Information about the clustering of regions added to the input tokens could ben-
efit the performance of the model. An ablation study demonstrates that the use



4 M. Verduyn et al.

Layer 4, Head 4 Layer 1, Head 1

Table 1: Ablation study
ResNet  ViT PE Acc.

yes no no 0.41
frozen yes no 0.51
frozen yes yes 0.54
finetuning yes yes 0.55

Fig.2: Attention weights Fig.3: Attention weights
from the shoe region toward from the plant leaf region
other regions. toward other regions.

of positional embeddings yields a 3% increase in accuracy. This aligns with the
findings reported in . Fine-tuning ResNet weights in a Transformer improved
accuracy by 1%. A visualization of some of the attention maps suggests that the
transformer picks up visual and semantic relationships between regions. This can
be seen in Fig.[2]and Fig. [3] where each region is filled with a color corresponding
to the magnitude of the attention value for the query region shown with a red
outline. In both cases, regions that are visually and semantically similar exhibit
higher attention than other regions.

Fig. 4: Random validation samples: the top row shows original panels and the bottom,
model-predicted recolorings. Accuracies (L to R): 0.60, 0.47, 0.48, 0.60, 0.63.

5 Conclusion and Future Work

The Transformer-based approach, augmented with positional embeddings, demon-
strates a promising solution for the automation of flat colorization of comic

books. Future research will concentrate on region segmentation and enforcing

consistency across similar regions throughout various panels and comic books.

Additionally, we aim to explore further aspects of interactivity.
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